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Abstract Bias in the Autocorrelation coefficient estimators of Durbin-Watson (DW), Prais-Winston
{(PW}, Kmenta-Gilbert (KG) and newly developed Pade Approximation Method (PAM) in a linear
model with AR (1} errors have been studied. It is shown by Monte Carlo experiments that the
absolute bias in the estimation of AR(1) coefficient in crrors was minimum by PAM than the
remaining estimators. The Pade approximation estimator is better than DW, PW and KG for medium
and high order Autocorrelation both positive and negative. The AR coefficient by PW, KG and DW
showed a negative bias at all levels of antocorrelation while in PAM it was negative for @ > 0 but a

positive bias for & < .

1. INTRODUCTION

In many circumstance the assamption of a
serially independent disturbance term may not
be plausible in the lincar regression model

Y=XB+U,E(UU) =01 (1)

This simply means that the disturbance terms
have non-zero covariance i.e. By u ) = 0 for
all L and s>0. The simplest alternative is that
the disturbance team has a first order
autoregressive structure defined by

S S O<@<1 (2)

where E{e) = 0 and B(e® ) = o, Under these
circumsiances

Eluu")y=62000)

and the assumption of a serially independent
disturbance term is not satisfied.

Because autocosrelated disturbances result in
sertous problems in lincar regression analysis,
several tests have been proposed to detect the
presence of  autocorrelated  disturbance
structure, Of the many of these tests the most
frequently used is the one by Durbin-Watson
{1950, 19510,

Ertor estimales in the linear regression
analysis of tlime series data are virtpally

always based on asymptotic formulae. Usually
one has a silwation where large sample
variances can be computed,  While the
asympiotic behaviour of the variance has been
quite extensively studied but much less work
has been done on the hias.

When the form of error struciure is included
in the regression model the whole function
becomes nonlincar and an iierative procedure
for solving this equation needs closer
estimates of all parameters. In  lingar
regression mode! with AR(1) errors Park and
Mitchell (1980) showed in a study that Prais-
Winston (PW) estimators (1954) performs
considerably better than the Cochran-Orcutt
{1949) estimator and the full maximum
likelirood estimator (Beach and Mackinnon
1978).  Dagenais (1994) suggesis through
farge sample approximations as well as Monte
Carlo simulations that when there are crror in
variables among the independent variables the
regression modely with autocorrelfated error
may yicld cstimators with marked biases and
farge RMISE., Kwok and Veall (1988) stated
that the negative blas of the estimate for ¢ is a
serious problem in the Hypothesis testing,
Hashimoto  (1989)considers  small  sample
properties of estimators for an awtocorrelation
coeflicient and of test statistic based on PW
estimators in a linear model with AR(D)
errors,  He proposed two kind of bias-
corrected PW estimators and showed by
Monte Carlo experiments that one of the
modified estimators performs  remarkably
better in hypothesis iesting than the original
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PW  estimator  especially in  highly
autocorrelated cases.

The purpose of this paper is 10 study through
simulation the sample bias of & estimated by
Pade  Approximation method  (PAM)
introduced by Kumar (1986) and compare it
with the PW, KG and DW estimators.
Recently Srivastava (1994) used this method
to estimate the autocorrelation of errors in
linear and non-lingar regression models.
Kumar and Srivastava {1995} have shown the
successful use of PAM in specilying the
ARMA(p, q) error structure o the residuals of
linear model. The use of PAM was found io
be simple and satisfactory in estimating the
ARMA  structure of ervors. An  added
advantage of this method is that it gives the
error structure and the estimawes of i
coefficients simultaneously.

The estimators of PW, KG and DW has been
given in section 2. The steps in performing
the simulation is given in section 3. The
resulis are discussed in section 4 and finally in
section 5 the conclusion have been drawn.

2 OTHER ESTIMATORS

The DW test is convenient to use and has been
shown generally to be at least as powerful as
the proposed alternatives for testing the
presence  of autocomrelated  disturbances
{(I"Esperance and Taylor 19735; Abrahamse
and Koerts 1969). The statistic for testing
autocorrelation by DW test is well known
(Durbin-Watson 1950, 1951). Henceforth, it
will be denoted by © DW,

Kmenta-Gilbert (1986) statistic is

N, Zuiuiwi

P = (N — I)Zuf

where N is the length of the series.
The Prais-Winston estimator used is

0 2“.’”;”;
v zuz
i
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In the PAM we rearrange the whole serics into
columns according to the lag order we want 1o
fit.  Solve this by OLS (o obtain the
coefficients whose number is equal to the lag
order undertaken.. While in other estimators
(considered here) are calculated as per the
given functional relationships.

Evidently there is vast difference in the
method of estimation of g by the PAM and in
the remaining ones i¢, PW, KG &DW.
incedently the estimate of 5 in the AR(1)
model is negative if the first coefficient value
of the OLS splution of a very high lag order
fiting of residuals.

3 SIMULATION

The properties of four kind of estimators of o,
ie., PWKG, DW and PAM have been
examined here. The performance of these
estimators is assessed by the bias based on
Monte Carlo simulation. The model used in
our experiments is the two variable regression
madel with AR(1) errors, which is similar 1o
one used in Beach and Mackinnon (19783

The cxperimenis are distinguished on the
basis of the value of AR{1) coefficicnt in the
specification of the paramcter of the error
structure and sample size. Each of these
specification are examined for two sample size
N=30 and N=100. For a given set of
parameters and sample size, the experiment
consisied of 204 independent replications. To
reduce the dependence of the results for the
autocorrelated errors on initial values, the
process was beraied for 100 observations
before beginning cach sample.

The steps for the analysis is as follows;
L Bata  is  generated w0 fit
Y=504+2.4X+y where u, =g uy +¢ forg=

#3.3, 20.5, £0.7 and 0.9 and X integer.

IL Data in Step 1 is fitted by OL.S and
residuals are recorded.

L The estimated of » have been
obtained for all the four estimators using the

formulae discussed above.

4, RESULTS AND DISCUSSIOM

Tablel gives the estimates é of g along
with their standard errors by each of the



method of estimation. TableZ gives the bias
in the estimation of aulocorrelation coeflicient
by different methods. The bias has been

obtained by Bias= (0 —04)

The resulis can be viewed from three angles
viz.: for negative autoccrrelation, for positive
antocarrelation and for increase in the sample
size. The major [indings of this experiment
are given as below.

There is a phenomenal rise in the bias of
autocorrelation for g > § than for < 0.

4.1 Results for N = 58

The PAM showed least deviation from the
true value of AR{}) coeflicient for higher
order autocorrelation, = -0.9. In terms of
hias the PAM is a better estimator of g than
T¥W if the antocorrclation was more than -8.5,
For the low order negalive astocorrelation, i.c.
o< -0.5 the performance of PW, KG and DW
cstimators was better than the PAM estimator,

The performance of PW, WG oand DW
cstimators was better than PAM for the low
order positive autocorrelation i.e. for g =0.5,
however, for the same value of autocorrelation
the D'W estimator was found betier than the
PAM. The PAM is the best among the four
estimators for high value of autocorrelation,
ie. o =20.7. Although for high positive
autocorrelation the DW estimator was inferior
1o PAM but it was better than the PW and KG
estimators.  The PW cstimalor was found
hetter than the KG if » was greaier than zero.

4.2 Resulis for N = 160

PAM is the best estimator with minimum bias
for o= -0.9, Itis still a better estimator of o
than the DW and estimator for g = -0.3 and -
0.7. PW and KOG arc betier estimators than
PAM  apd DWW estimators  for  the
autocorrelation coefficient -0.7 o -0.3.

In case the sulocorrelation is of low order and
positive i.e. » = 0.3 then the DW estimator
showed minimum bias hence it can be
regarded as the best estimaior under this
situation. However, for the same valee of
autocorrelation, (p = 0.3), the PAM ostimator
was betler than the PW and K& estimators.
For autocorrelation greater than or egual 1o

0.5 (g 20.5) the bias was least by PAM
estimator followed by DW estimator.  Thus,
we can conclude that ithe PAM is a better
estimator than PW, KG and DW for positive
autocorrelagion of medinm and high order.
DW estimator, for ¢ > 0 shows a better
performance than the PW and KG £s1imators.
Also on comparing the performance of PW
and KG estimators under the circumstances
that g > 0 it was found that the PW estimator
performs better than the KG.

4.3 Other Findings

There is a marked reduction in bias from the
serics of size N = 50 1o N = 100 for all values
of anwcorrelation. However, the rate of
reduction was maximum for the Pade
approximation estimator. The absolute bias
was higher for positive autocorrelation as
compared to negative autocorrelation in both
the groups, N = 50 and 100. Quantiwtively,
the bias show a J type picture for PW, KG and
DW estimators when plotied form -9 10 +.9 in
both the experimental groups. However, in
the case of PAM there was a monotic rise in
bias as O, vared from -§ o +9. H s

inleresting t© note that the standard error of g
did not vary much when it was estimated by
PW, KG and DW methods at all levels of
autncorrelation while it was higher in the case
of PAM estimator than the remaining ones.

5. CONCLUSION

As time series often covers only a shorl period
and have some trends in iis residuals, it s the
matter of prime importance o develop more
aceurate method of estimation of » . We have
reated PW, KG, DW and PAM estimates of
AR(1) coefficient using the simulation
method. A common feature of all these
estimators is that they can be used as inifial
estimates for more elaborate procedures like
maximum Hkelihood or generalized least
square when they are used {0 solve the {inal
regression model in which the error struciure
is also incorporated.

We cxamined these estimators for series of
vwo different sizes N =50 and N =100 and
found that the performance of PAM s
considerably better for the higher order
stocorreiations both positive and negative.
The bias in autocorrelation clearly diminishes
with increasing n. The & was almost
gniformly under estimated by PW, KG and



DW in the whole range e -0.9 to + 0.9
While in the PAM it was overestimated for ¢
< and under estimated for g> 0,

il the series was of size N= 100 then the PAM
was the best method specially for posidve
autocorrelation more than 0.5. For the low
order negative autocorrelation (1.c. g = 0.3, -
0.5) the performance of PW estimator was
best.  However, if the awtocorrelation was
positive and small (g = .3, 0.5) then the DW
was the best cstimator.

The PW, K{G, and DW cstmators are
relatively  more  stable  than  Pade
approximation estimator. However, in the
iterative  procedures  and  short  range
forecasting the property of stability is of minor
importance. Since this is for the first time
such estimation study was carried out, the
theoretical reasons for such a variation in
PAM to the DW, PW and KG is yet to be
established.

6, Reference

Abrahamese API and Koerts 1. {1969). “A
comparison of the power of the Durbin-
Watson Test and the power of the BLUES
Test”. Journal of the American Statistical
Association, 64, 938-948.

Baker, GA and Graves-Morris, PR.
{1981). “Pade Approximan ts: Part I Basic
Theery”. Addison Wesley.

Beach CM. and Mackinnon JG. (1978). “A
Maximuom Likelihood Procedure for
Regression  with  Autocorrelated  Errors”.
Feconometrica 46, 51-58.

Baker, GA and Graves-Morris, PR, (1981)
“Pade Approximants; Part II: Exlensions and
Applications?. Addison Wesley.

Cochrane D. And Orcun GH. (1949).
“Application of the Least Squares Regressions
to Relationships Containing Autocorrelated
FError Terms”. Journal of the American
Statistical Association, 44, 32-61,

Dagenais MG (1994}, “Parameter Estimation
in Regression Models with Errors in the

{41

Yariables and Autocorrelated Disturbances”.
Tournal of Econometrics, 64. 143-163.

Durbin I. and Watson G5. {(1930). “Testing
for Serial Correlation in Least Sguares
Regression I”. Biometrika 37, 409-428,

Durbin J. and Waison GS. (1951}, “Testing
for Serial Correlation in  Least Sguares
Regression 117, Biometrika 38, 159-178.

Hashimoto ™. (1986). “Small Sample
Properties  of  Muodified  Prais-Winston
Estimators in Hypothesis Testing in & Linear
WModel with AR (1) Errors. Economics Latters,
29, 147-152.

Kmenta L {i1986). “Elements  of
Econometrics”. 2nd BEd. NY MacMillan,

Kamar K. (1986). “Some Topics in the
identification of Time Serics Models™
Unpublished Ph.D. Thesis. Dept. Of
Statistics, Mathematica Institute, University of
Kent, At Canterbury. England.

Kumar K. and Srivasiava M. {1995).
“Specification of Error Structure in the Linear
Regression Model Using Pade
Approximation”. 7th World Congress of
Econometric Society,

Kwok B and Veall MR (1988). “The Jackksife
and Regression with AR (1)} Errors.
Feonomics Letters 26, 247-252.

L'Esperance W and Taylor D. (1975). *“The
Power of Four Tests of Autocorrelation in the
Linear Regression Model”. Joumal of
Econometrics, 3. 1-22.

Prais 8J. and Winston CB. (1954). “Trend
Estimators  and  Serial  Correlation”.
Unpublished Coeles Commission Discussion
Papaer, Chicago.

Srivastava M. (1994}, “Regression and Time
Series Models with ARMA Errors and Its
Applicationss in Medical Sciences”™. Ph.D.
Drissertation, Submitied 1o Kanpur University,
UP, India.



Pw

- B6782.006597
-6853£.0960
-5019£.1141
-3182+.1258
2318%.1364
4128+.1327
58711262
J4274. 1166

- B854+ 0485
-6857+£0730
- 492840874
-30151.0955
26820649
A582+£0000
H482+ 0811
832740653

Table 1: Estimates of &.

KG DW

- 849710756 - 8305£.0761
- 674650980 -6341+.1008
-4939+1135 -4730+.1148
-.312541226 -2016+.1228
228341341 250811280
404841324 A281+.1246
ST2TE1275 S5991+.1194
J134+£1178 J5234. 10107
- 874110508 -36411.0506
-.67843.0748 - 6691+ 0743
- 487740878 - 478110881
- 29831.0949 -2886+.0954
2652+.0942 276110942
4527+ 0898 464610886
L3954+0826 653120763
B17440688 836910650

Table 2

PAM

-9159£.1778
- 736611784
-5464+.1778
-3547:.1777
222011781
41211775
603911761
J841H1808

-9119+.1122
- 717043134
- 5202+ 1135
-3229+.1131
269511117
466641116
H630+.1124
A567+.1150

Bigs in the estimation of @ by different methods

m

0.0322
0.0147
0.0019
0182
(.0682
0.0972
(0.1129
(.1573

0.0177
0.0143
0.0072
0.0015
00318
00418
0.0518
0.0677

Pw

{3.0503
0.0254
0.0061
0.0125
00716
{.09352
0.1273
0.1866

0.0259
00216
(.0123
4.0017

HNTAaAR
MLAT G

0.0473
(L0603
003826

KG Dw

0.0695
(.0459
006276
(.0084
0.05035
00719
0.1009
0.1477

{.0359
0.0309
0.0219
0.0114
$.0239
(3.0353
0.0469
0.0631

PAM

0.0159
00366
0.0464
(3.0547
0.07%9
00879
0.0961
21159

3.0119
0.0170
0.0202
(0.0229
{3.0305
(3.0334
0.0376
0.0433



